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ABSTRACT 

Brittleness index is one of the critical geomechanical 

properties to understand the rock’s drillability in 

drilling operations and screen effective hydraulic 

fracturing candidates in unconventional reservoirs. 

Brittleness index can generally be obtained from stress 

or strain based relationships. It can also be estimated 

from conventional well logs or rock mineralogical 

composition. Brittleness index measurements from 

stress/strain based relationships require laboratory tests, 

which are time-consuming and core samples are 

available only at discrete depths. While well logs can 

estimate a continuous profile of brittleness index along 

the borehole, it is derived from empirical correlation 

specific to a rock type. More recent advancements in 

logging tools have enabled the determination of 

elemental spectroscopy downhole. This information 

combined with petrophysical properties such as density 

and porosity can capture brittleness characteristics of 

rocks. This paper presents the use of support-vector 

regression (SVR) to construct a data-driven brittleness 

index prediction from the elemental spectroscopy and 

petrophysical properties. 

 

The relationship of brittleness index with elemental 

spectroscopy, density, and porosity is often complex 

and nonlinear. The SVR described in this paper is used 

to correlate the elemental spectroscopy, density, and 

porosity to the brittleness index, thereafter building a 

data-driven brittleness index prediction model. The 

dataset of brittleness index, elemental spectroscopy, 

density, and porosity used in this study are based on 

various geological formations. Laboratory tests such as 

unconfined compressive strength, confined compressive 

strength, and Brazilian test were conducted. Brittleness 

indices were calculated based on data generated from 

these tests. Elemental spectroscopy data were obtained 

from X-ray fluorescence (XRF) analysis. The data are 

then separated into two categories: training and testing 

data. Training data are used to train the SVR and 

establish the brittleness index prediction model, while 

the testing data are used for validation. 

 

In total, 28 cases were run with different combinations 

of petrophysical and mineralogical properties, number 

of training dataset, and SVR kernel functions. The 

results reveal that the SVR-based brittleness indices 

match very well with the laboratory-measured 

brittleness indices. Cross-correlation plots of regression 

models between the predicted and the measured 

brittleness indices show high values of coefficient of 

determination. The small error and high values of 

coefficient of determination denote the SVR models’ 

good performances. The prediction accuracy improves 

as more data are included to train the algorithm. From 

the comparison of SVR-kernel-function-based models, 

we observe that the RBF-based model performs better 

than the polynomial-based model. The RBF-based 

model yields better accuracy than the polynomial-based 

model using the same number of training dataset. 

Referring to the RBF-based model with 80% training 

dataset, it was observed that elemental spectroscopy has 

more influence than the other rock properties on the 

prediction. The promising results stemming from this 

study confirm that SVR can be further applied to build 

a brittleness index prediction model based on 

mineralogy logs and petrophysical logs. 

INTRODUCTION 

Brittleness is defined as a property of material that 

ruptures or fractures under small deformation or strain 

(Hucka and Das, 1974; Neuendorf et al., 2011). 

Brittleness of rock is a complex function of lithology, 

mineral composition, total organic carbon, effective 

stress, reservoir temperature, diagenesis, thermal 

maturity, porosity, and type of fluid (Wang and Gale, 

2009). Brittleness has been extensively studied by many 

researchers due to its importance for wellbore stability 

analysis (Moos et al., 2003; Zoback et al., 2003), 

hydraulic fracture evaluation (Rickman et al., 2008; 

Yang et al., 2013; Jin et al., 2014), sand production 

control (Weingarten and Perkins, 1995; Bradford et al., 

1998; Nicholson et al., 1998) and ROP prediction 

(Kahraman, 2002; Liu et al., 2014; He et al., 2016). 

However, there is currently no universally standardized 
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and accepted formula to quantify brittleness index. In 

fact, there are more than twenty brittleness index 

formulations have been developed by various authors 

(Jin et al., 2014). Current approaches of calculating 

brittleness include stress/strain based relationships. In 

addition, brittleness can be estimated from conventional 

well logs or rock mineralogical composition. Brittleness 

measurements from stress/strain based relationships 

require laboratory tests, which are time-consuming and 

core samples are available only at discrete depths. 

While well logs can estimate a continuous profile of 

brittleness index along the depth, it is derived from the 

empirical correlation specific to a rock type. 

 

Recently, artificial intelligence techniques (e.g., 

artificial neural networks, extreme learning machines, 

support-vector machines) have been proposed and used 

intensively to predict rock brittleness (Ghobadi and 

Naseri, 2016; Shi et al., 2016a, 2016b). Ghobadi and 

Naseri (2016) discussed the brittleness index prediction 

of Hamekasi limestone during freeze-thaw cycles. 

Simple and multiple regressions were utilized to 

identify the correlation between geomechanical 

properties and brittleness index. Based on simple 

regression, it was observed that all geomechanical 

properties (unconfined compressive strength, tensile 

strength, P-wave velocity, porosity, quick absorption 

index, and dry density) have good correlations with 

brittleness index. Ghobadi and Naseri (2016) employed 

multiple regression (MR) and artificial neural network 

(ANN) to build the brittleness index prediction model. 

The results of the study reveal that the brittleness index 

model that has porosity, P-wave velocity and dry 

density as input variables produce the best prediction 

according to the statistical parameters. Increasing the 

input variables does not necessarily improve models 

performance. Shi et al. (2016a) presented data-driven 

brittleness index prediction approaches based on back-

propagation artificial neural network (BP-ANN), 

extreme machine learning (ELM), and linear regression 

using conventional logging data and laboratory 

mineralogical-based brittleness. In total, 71 core dataset 

collected from Silurian Longmaxi marine shale, 

Jiaoshiba Shale Gas Field, Sichuan Basin, China. The 

brittleness index used in the study was derived based on 

mineralogy. The results of the study demonstrate that 

the brittleness index prediction model based on BP-

ANN and ELM yield high accuracy and efficiency on 

the prediction process compared with the simple 

regression correlations. The BP-ANN-prediction model 

is better on the prediction accuracy, while ELM excels 

on the computational cost. Moreover, the BP-ANN and 

ELM-based models were further applied to estimate 

brittleness index from well logging data. Comparing to 

empirical correlations-based brittleness approaches, 

data-driven based approach using artificial intelligence 

techniques shows wider applications with better 

accuracy. Similar study had also been conducted again 

by Shi et al. (2016b) to estimate brittleness index from 

well logs using artificial intelligence techniques. In the 

later study, Shi et al. (2016b) build the brittleness index 

prediction model based on BP-ANN and least square-

support vector regression (LS-SVR). Core samples and 

well logging data were acquired from a well in Silurian 

Longmaxi marine shale gas reservoir in the Sichuan 

Basin, China. A comparison of the BP-ANN and LS-

SVR models demonstrate that the latter is more 

accurate than the first at the same conditions. 

 

As mentioned earlier, brittleness of rock is a complex 

function of mineral compositions, lithology, total 

organic carbon, effective stress, reservoir temperature, 

diagenesis, thermal maturity, porosity, and type of fluid 

(Wang and Gale, 2009). Having most or even all of 

these parameters to build the brittleness model will 

enhance the prediction accuracy. However, those 

parameters are not always available. From the literature 

mentioned above, it can be seen that petrophysical 

properties such as density and porosity are mostly used 

as input parameters to predict brittleness index. 

Nevertheless, none of them considered mineral 

compositions as input in the model prediction. In fact, 

rock is composed of minerals that contribute to the 

brittleness. In this paper, we propose to build a data-

driven approach of brittleness index prediction from 

elemental spectroscopy and petrophysical properties 

such as density and porosity using support-vector 

regression. There are 76 data were collected from 

different wells, formations, and geographical regions. 

Brittleness index was obtained from stress-strain based 

relationship. In this paper, we calculate the brittleness 

index defined by Hucka and Das (1974). Density was 

measured using pycnometer and then used to calculate 

porosity. Elemental spectroscopy was obtained from X-

ray fluorescence (XRF) analysis. In total, 28 cases are 

run with different combination of input parameters, 

number of training data as well as SVR kernel types. 

We evaluate the prediction accuracy using coefficient 

of determination and mean absolute percentage error. 

Considering the limited number of data available in this 

study, the SVR-based brittleness model produces very 

good accuracy. The results reveal that SVR-based 

brittleness model has a great potential to be used for 

brittleness prediction. It can be further applied to build 

a brittleness index prediction model based on 

mineralogy logs and petrophysical logs. 
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SUPPORT-VECTOR REGRESSION 

Support-vector regression is a type of support-vector 

machines (SVMs) that was further developed from 

SVM classification (Vapnik and Lerner, 1963; Vapnik 

and Chervonenkis, 1964) to solve nonlinear regression 

problems in high dimensional feature space by 

introducing kernel function and Vapnik’s 𝜀-insensitive 

loss function (Vapnik 1995, Vapnik et al., 1997). In the 

following, we describe the concept of SVR and its 

application to predict brittleness index from elemental 

spectroscopy, density, and porosity. Let us consider the 

following dataset, 𝒟, expressed by 

𝒟 = [(𝑥1, 𝑦1), … , (𝑥𝑘 , 𝑦𝑘)],   𝑥 ∈ 𝑅𝑛 , 𝑦 ∈ 𝑅 (1) 

with a linear function given by 

𝑓(𝐱) = 〈𝐰, 𝐱〉 + 𝑏,    𝐰 ∈ 𝑋, 𝑏 ∈ 𝑅 (2) 

where 〈𝐰, 𝐱〉 indicates the inner product between the 

weights, 𝐰, and the input vector, 𝐱. In this study, the 

input, 𝐱, consists of elemental spectroscopy, density, 

and porosity. The output, y, is the core measured 

brittleness index. There are some constraints to find a 

function 𝑓(𝐱) in Eq. (2): first, the deviation of 

estimating output values should not be greater than 𝜀 

from the actual training data; second, the weight should 

be as flat as possible, implying that 𝐰 is as small as 

possible by minimizing the Eucledian norm of 𝐰 (i.e., 

‖𝐰‖2). The optimal regression function is determined 

from the estimation of 𝐰 and 𝑏 by solving the 

following optimization problem: 

Minimize   
1

2
‖𝐰‖2 + 𝐶 ∑ (𝜁𝑖 + 𝜁𝑖

∗)𝑛
𝑖=1  (3) 

subject to 

{

𝑦𝑖 − 〈𝐰, 𝒙𝒊〉 − 𝑏 ≤ 𝜀 + 𝜁𝑖

〈𝐰, 𝒙𝒊〉 + 𝑏 − 𝑦𝑖 ≤ 𝜀 + 𝜁𝑖
∗ 

𝜁𝑖 , 𝜁𝑖
∗  ≥ 0

 (4) 

where 𝜀 is the error accuracy used to measure the error 

between the actual and predicted data, 𝜁𝑖  and 𝜁𝑖
∗ are the 

slack variables, which are used to penalize complex 

fitting functions. The constant 𝐶 in Eq. (3) is the 

regularization parameter that determines how large the 

deviation from the desired accuracy is tolerated. The 

penalty is acceptable as long as the fitting error is not 

greater than 𝜀. The SVR technique sets the 𝜀-

insensitivity loss function, |𝜁|𝜀, by 

 

Fig. 1. The insensitive band for a linear SVR 

(Schölkopf and Smola, 2002). 

|𝜁|𝜀 = {
0               |𝜁| ≤ 𝜀

|𝜁| − 𝜀     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (5) 

The 𝜀-insensitivity loss function stabilizes the 

estimation and can be visualized as a tube-sized 

equivalent to the approximation accuracy in training 

data (Fig. 1). The optimization problem given by Eqs. 

(3) and (4) can be solved by a dual formulation by 

constructing a Lagrangian function from the objective 

function and constraints by introducing a dual set of 

variables. The regression-estimation model can then be 

expressed by 

𝐰 = ∑(𝛼𝑖 − 𝛼𝑖
∗)

𝑘

𝑖=1

𝐱𝑖 (6) 

𝑓(𝐱) = ∑(𝛼𝑖 − 𝛼𝑖
∗)〈𝐱𝑖 , 𝐱〉

𝑘

𝑖=1

+ 𝑏 (7) 

where 𝑏 is calculated using the Karush-Kuhn-Tucker 

(KKT) conditions (Karush 1939, Kuhn and Tucker 

1951): 

𝑏 = {
𝑦𝑖 − 〈𝐰, 𝐱𝑖〉 − 𝜀     for 0 < 𝛼𝑖 < 𝐶

𝑦𝑖 − 〈𝐰, 𝐱𝑖〉 + 𝜀      for 0 < 𝛼𝑖
∗ < 𝐶

 (8) 

In nonlinear problems, the SVR can preprocess the 

training patterns into a high-dimensional feature space 

by mapping 𝚽 to linearly estimate the regression. The 

linear regression model constructed in the feature space 

reflects a nonlinear regression model in the original 

input space. The flattest function in the feature space is 

derived as follows: 

𝐰 = ∑(𝛼𝑖 − 𝛼𝑖
∗)

𝑘

𝑖=1

𝚽(𝐱𝑖) (9) 

𝑓(𝐱) = ∑(𝛼𝑖 − 𝛼𝑖
∗)𝑘(𝐱𝑖, 𝐱)

𝑘

𝑖=1

+ 𝑏 (10) 
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where 𝐰  is implicitly given in the estimation function 

and 𝑘(𝐱𝑖, 𝐱) is the kernel function. There are several 

types of kernel functions as presented in Table 1. 

Table 1. Kernel functions and their corresponding 

mathematical formulations. 

Kernel Function Mathematical Formulation 

Linear 𝑘(𝐱𝑖, 𝐱)  =  (𝐱𝑖, 𝐱) 

Polynomial 𝑘(𝐱𝑖, 𝐱)  =  (𝐱𝑖 , 𝐱)𝑑 

Gaussian RBF 𝑘(𝐱𝑖, 𝐱)  = 𝑒
‖𝒙𝒊− 𝒙‖

2

2𝜎2  

Sigmoid 𝑘(𝐱𝑖, 𝐱)  = 𝑡𝑎𝑛ℎ[𝜅(𝐱𝑖, 𝐱) + 𝜐] 

 

MODEL PERFORMANCE INDICATORS 

Two statistical indicators are used to evaluate the 

performance of the brittleness index prediction model. 

They are coefficient of determination and mean 

absolute percentage error (MAPE). The coefficient of 

determination (𝑅2) is used to explain how much 

variability of one factor can be caused by its 

relationship to another factor. In the context of 

statistical model to evaluate the prediction of future 

outcomes, 𝑅2 measures the degree of correlation 

between the actual and predicted data. The coefficient 

of determination ranges from 0 to 1 where the value of 

1 implies a perfect correlation between the actual and 

predicted data and value of 0 means no statistical 

correlations between the actual and predicted data. 

Coefficient of determination is calculated as follows: 

𝑅2 = [∑(𝐷𝑝 − 𝐷̅𝑝)(𝐷𝑚 − 𝐷̅𝑚)

𝑁

𝑖=1

]

2

× 

[∑(𝐷𝑝 − 𝐷̅𝑝)
2

(𝐷𝑚 − 𝐷̅𝑚)2

𝑁

𝑖=1

]

−1

 

(11) 

where 𝑁 is the number of observations, 𝐷𝑚 is the 

measured data, 𝐷𝑝 is the predicted data, 𝐷̅𝑚 and 𝐷̅𝑝 are 

the mean of measured and predicted data, respectively. 

MAPE is a measure of the size of the error in 

percentage terms. MAPE is used in quantitative 

forecasting methods because it yields a measyre of 

relative overall fit. The smaller the MAPE value, the 

better the prediction. MAPE is calculated by 

𝑀𝐴𝑃𝐸 =
100

𝑁
∑ |

𝐷𝑚 − 𝐷𝑝

𝐷𝑚

|

𝑁

𝑖=1

 (12) 

METHODOLOGY 

Fig. 2 shows the flowchart of the computational 

experiment, where in the first step we acquired the 

core-measured brittleness index data from the 

laboratory test. Next, we check the data to remove 

outliers, if any, and build cross-plot correlation between 

each input parameter with the output. In this case, we 

plot the cross-correlation between elemental 

spectroscopy, density, and porosity, with brittleness 

index separately. Then, we separate the data into two 

categories: training and testing data. In general, training 

dataset consists of more than half of the total dataset 

and the remaining dataset is used to validate the 

predicted results. 

 

Fig. 2. Flowchart of the brittleness index model 

construction and validation. 

DATA PROCESSING AND DATA ANALYSIS 

A set of 76 brittleness index, density, porosity, and 

elemental spectroscopy data from different wells, 

formations, and geographical regions were collected. 

Laboratory measurements were conducted to obtain the 

brittleness index, density, porosity, and elemental 

spectroscopy data. In this paper, brittleness index is 

calculated as follows (Hucka and Das, 1974): 

𝐵𝐼 =  
𝜀𝑟

𝜀𝑡

 (13) 

where 𝜀𝑟 and 𝜀𝑡 are the recoverable and the total strain. 

Density was measured using pycnometer and then used 

to calculate porosity. Elemental spectroscopy was 

obtained from X-ray fluorescence (XRF) analysis. 

Table 2 presents the statistical feature of the 76 dataset 

including minimum, maximum, range, and mean for 

each parameter. The dataset used in this study includes 
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rocks with low and high brittleness indices. The lowest 

brittleness index is 0.248 and the highest one is 1. 

Porosity and grain density range from 0.761% to 

10.323% and 2.447 kg/m
3
 to 2.866 kg/m

3
, respectively. 

Laboratory XRF analysis shows that calcium oxide 

(CaO) content is the highest and ranges from 57.066% 

to 96.626%. 

Table 1. Statistical features of the 76 dataset. 

Parameters Range Min Max Mean 

BI 0.752 0.248 1 0.788 

Porosity (%) 9.562 0.761 10.323 4.995 

GD (kg/m3) 0.419 2.447 2.866 2.612 

BD (kg/ m3) 0.616 2.225 2.840 2.483 

Elemental:     

Na2O 0.029 0 0.029 0.001 

MgO 23.808 0.801 24.609 1.939 

Al2O3 7.576 0 7.576 1.823 

SiO2 18.115 0 18.115 5.512 

P2O5 0.375 0.035 0.410 0.099 

SO3 21.830 0.256 22.086 3.966 

K2O 0.853 0.069 0.922 0.399 

CaO 39.560 57.066 96.626 83.898 

TiO2 0.274 0.107 0.381 0.213 

MnO 0.038 0 0.038 0.011 

Fe2O3 1.737 1.068 2.805 1.840 

ZnO 0.174 0.006 0.180 0.059 

ZrO2 0.397 0 0.397 0.020 

SrO 1.407 0 1.407 0.211 

*) BI: Brittleness Index 

*) GD: Grain Density 

*) BD: Bulk Density 

 

RESULTS AND DISCUSSION 

In this section, we present 28 cases with different 

combinations of input parameters, number of training 

dataset, and SVR kernel functions. We begin to 

consider a case with single input parameter (only grain 

density or porosity or elemental spectroscopy) and then 

add the number of input parameters gradually. Training 

data are set to be 60% and 80%. In general, the 

performance of the SVR model strongly depends on the 

selection of the kernel function and its parameters. In 

this work, we use RBF and polynomial kernel functions 

with kernel parameters are 𝐶 = 30.299 and 𝜎2 = 1.173. 

Tables 3-6 show the 28 cases with the following 

details: Table 3 presents the cases with 60% training 

dataset and RBF as kernel function; Table 4 displays 

the cases with 60% training dataset and polynomial as 

kernel function; Table 5 shows the cases with 80% 

training dataset and RBF as kernel function; and Table 

6 contains the cases with 80% training dataset and 

polynomial as kernel functions. First, we want to 

investigate the behavior of the prediction accuracy with 

different input parameters. The results presented in 

Table 3 demonstrate that the RBF-based model with 

60% training data yields relatively good prediction for 

all cases (Cases 1-7). However, it is not easily observed 

which formation property has more influence on the 

prediction. As an example, when the input parameter is 

only grain density (Case 1) or only porosity (Case 2), 

both cases have smaller errors compared to the others, 

however, the coefficients of determination are lower. In 

addition, the case with elemental spectroscopy being 

the only input parameter produces the highest 

coefficient of determination but also the highest error. If 

we look at the polynomial-based model with the same 

number of training dataset (Table 4), similar behaviors 

could be identified, for example the cases with only 

grain density (Case 8) or only porosity (Case 9) have 

smaller error compared with others. 

When we feed the model with more training data for the 

SVR algorithm to learn, then we begin to identify the 

behaviors of the prediction especially for RBF-based 

model. Table 5 shows the cases with 80% training 

dataset using RBF kernel function. From the results 

presented in this table, we clearly see that the cases with 

elemental spectroscopy being one of the input 

parameters have the highest coefficients of 

determination and the smallest errors compared with 

the other cases without elemental spectroscopy as an 

input parameter. This indicates that mineral elements 

have more influence on brittleness index prediction 

than the density and porosity. The errors for the cases 

without considering elemental spectroscopy (Cases 15, 

16, and 18) are about 9-10%, which is almost double 

than the errors for the cases that consider elemental 

spectroscopy (Cases 17, 19, 20, and 21). Furthermore, 

the coefficients of determination for the cases that 

include elemental spectroscopy are higher than the ones 

without elemental spectroscopy. As mentioned earlier, 

the performance of the SVR model strongly depends on 

the selection of kernel function. Sometimes certain 

kernel function does not perform well especially when 

the function to be solved is highly complex. As an 

example, although the number of training dataset has 

increased, the behavior of the prediction results using 

polynomial-based model (Table 6) are not easily 

identified. This implies that the polynomial kernel 

function is not capable of representing the nonlinear 

correlation between density, porosity, elemental 

spectroscopy, and brittleness index. From the prediction 

results presented in Tables 3-6, the RBF-based model 

with 80% training dataset is the best to conduct 

sensitivity analysis of the rock parameters on the 
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brittleness index prediction because this model 

produces consistent behavior on the prediction results. 

Next, we compare the prediction results generated by 

the RBF-based model and the polynomial-based model. 

Both models have linear trends between the number of 

training dataset and the statistical parameters. The RBF-

based model with 60% training dataset has about 15-

17% errors on the prediction, while the errors generated 

by the polynomial-based model are about 21-24%. In 

average, the error difference between the RBF-based 

model and the polynomial-based model is 7%, which 

implies that the RBF-based model produces 30% more 

accurate result than the polynomial-based model. When 

the number of training dataset increases to 80%, the 

error on the prediction decreases to be 5-9% (Table 5). 

It indicates that the error has reduced by 43-66% 

compared to the cases with 60% training dataset. 

Similarly, the error on the prediction generated by 

polynomial-based model has reduced from average of 

23% to be 14.5% (37% improvement on the accuracy). 

In overall, brittleness index prediction using RBF-based 

model has better estimation than the polynomial-based 

model. In average, brittleness index prediction using 

RBF-based model is 30% and 50% more accurate than 

polynomial-based model for 60% and 80% training 

dataset, respectively. Figures 3-6 display the measured 

against predicted brittleness index for selected cases. 

CONCLUSIONS 

SVR-based brittleness index prediction model has been 

built based on the 76 dataset, which were collected 

from different wells, formations, and geographical 

regions. In total, 28 cases were run with different 

combinations of petrophysical and mineralogical 

properties including density, porosity, and elemental 

spectroscopy. Furthermore, the combinations include 

the number of training dataset and the SVR kernel 

functions. The results of this study can be summarized 

as follows: 

 The SVR-based model is capable of estimating 

brittleness index from density, porosity, and 

elemental spectroscopy especially when using RBF 

kernel function. 

 The RBF-based model performs better than the 

polynomial-based model. The RBF-based model 

yields higher coefficient of determination and 

smaller error than the polynomial-based model using 

the same number of training dataset. 

 Referring to the RBF-based model with 80% 

training dataset, it is observed that elemental 

spectroscopy has more influence than the other rock 

properties on the brittleness index prediction. 

 The number of training has a linear relationship with 

the prediction accuracy. 

 

Table 3. Cases with 60% training dataset and RBF 

kernel function. 

Case GD Porosity Elements 𝑹𝟐 MAPE 

1 ✓ - - 0.798 15.384 

2 - ✓ - 0.740 15.733 

3 - - ✓ 0.910 17.217 

4 ✓ ✓ - 0.800 16.107 

5 ✓ - ✓ 0.880 16.112 

6 - ✓ ✓ 0.889 16.887 

7 ✓ ✓ ✓ 0.867 15.973 

 
Table 4. Cases with 60% of training dataset and 

polynomial kernel function. 

Case GD Porosity Elements 𝑹𝟐 MAPE 

8 ✓ - - 0.634 21.560 

9 - ✓ - 0.663 21.525 

10 - - ✓ 0.534 24.505 

11 ✓ ✓ - 0.611 22.434 

12 ✓ - ✓ 0.591 23.382 

13 - ✓ ✓ 0.541 24.397 

14 ✓ ✓ ✓ 0.594 23.354 

 
Table 5. Cases with 80% of training dataset and RBF 

kernel function. 

Case GD Porosity Elements 𝑹𝟐 MAPE 

15 ✓ - - 0.805 9.603 

16 - ✓ - 0.828 9.596 

17 - - ✓ 0.915 5.902 

18 ✓ ✓ - 0.828 9.877 

19 ✓ - ✓ 0.921 5.979 

20 - ✓ ✓ 0.929 5.310 

21 ✓ ✓ ✓ 0.918 5.851 

 

Table 6. Cases with 80% of training dataset and 

polynomial kernel function. 

Case GD Porosity Elements 𝑹𝟐 MAPE 

22 ✓ - - 0.761 14.485 

23 - ✓ - 0.765 14.705 

24 - - ✓ 0.524 16.301 

25 ✓ ✓ - 0.766 14.688 

26 ✓ - ✓ 0.720 12.402 

27 - ✓ ✓ 0.507 16.590 

28 ✓ ✓ ✓ 0.715 12.550 
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Fig. 3. Measured against predicted brittleness index 

for Case 7. 

 
Fig. 4. Measured against predicted brittleness index 

for Case 14. 

 
Fig. 5. Measured against predicted brittleness index 

for Case 21. 

 
Fig. 6. Measured against predicted brittleness index 

for Case 28. 
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